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Abstract—In environmental monitoring, traditional methods
primarily focus on collecting as much spatial information as
possible to construct a more accurate static model of the
environment. However, these methods fail to account for the
fact that environmental factors, such as temperature, can vary
over time during monitoring, making it difficult for robots
efficiently capture temporal dynamics of each region across the
entire spatial area. This paper addresses these challenges by
applying a spatio-temporal Gaussian Process Regression (GPR)
model, which estimates not only the environmental conditions of
unobserved regions but also their associated uncertainties based
on observed data, considering time variations. Building upon
this model, we propose a method called Predictive Uncertainty
Minimization (PUM), which controls the robot’s trajectory to
minimize future uncertainties. Through simulation using the
data set obtained in the real-world environment, we show that
PUM consistently maintains lower uncertainty levels, reducing
overall uncertainty by 7.91% and 9.25% compared to the method
following a pre-defined path and the method continuously moving
to the point with the highest uncertainty, respectively.

Index Terms—environmental monitoring, Gaussian Process
Regression, uncertainty, model predictive control, spatiotemporal
kernel, informative path planning

I. INTRODUCTION

Efficient environmental monitoring in dynamic environ-
ments is a critical task in a variety of fields, including disaster
response [1], smart building management [2], and precision
agriculture [3]. By monitoring the dynamic environment, we
can make decisions suitable to current situation; for example,
people can be guided to a more comfortable place by tracking
the current temperature at each location [4]. Environmental
monitoring typically requires continuous and accurate data
collection in wide areas to make informed decisions. However,
deploying additional sensors is impractical or cost-prohibitive
to cover wide areas.

To address this challenge, robots have emerged as an
effective solution for such tasks due to their ability to move
autonomously and collect real-time data from diverse environ-
ments. The mobility of robots enables them to access areas
that may be difficult or dangerous for humans, making them
valuable tools in dynamic and unpredictable environments [5].

An important aspect of mobile robots for environmental
monitoring is path planing. Traditional path planning methods
typically prioritize efficiency, such as minimizing travel dis-
tance or energy consumption, without considering the value of
the data collected along the way. In contrast, Informative Path
Planning (IPP) shifts focus to maximizing the acquisition of
environmental data and evaluates potential paths based on the
expected information gain from unexplored areas [6]. A key
component of IPP is the use of Gaussian Process Regression
(GPR), which models environmental features and provides
probabilistic predictions along with their uncertainties. By
using the uncertainties, a path passing the regions with higher
uncertainties is obtained. As the robot collects the data from
these regions, the model of the environmental features become
more accurate. Hitz et al. proposed a method to calculate
the informative path in continuous space by optimizing a
parameterized path [7]. Fentanes et al. also discussed path
planning for 3D soil modeling and demonstrated that utilizing
uncertainty as a reward function for robot exploration leads to
more efficient data collection [8]. Geng et al. proposed active
information gathering of a 3D surface based on IPP [9].

Most of the existing work on IPP focused on collecting
information required for modeling the environment. Therefore,
they maximize information gain within limited resources such
as time, path length, or energy and do not consider the dynamic
environment where features change over time. In contrast, this
paper addresses applications that need real-time information
on the current situation at each location. To collect current
information, robots are used to perform long-term monitoring.
The environmental features may change during the robot’s
movement, which means the past observations may be no
longer useful, and new observations may be required to follow
the real-time changes. Therefore, we need a method to control
robots to collect the information required to follow real-time
changes, considering dynamic environments whose features
change over time.

In this paper, we propose a path planning method called
Predictive Uncertainty Minimization (PUM), which leverages
a spatio-temporal GPR model designed to account for both
spatial and temporal correlations between monitored features.
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The spatio-temporal GPR model tracks the increasing un-
certainty in unobserved regions as time progresses. PUM
generates the possible candidate monitoring paths, predicts the
future uncertainty for each case by using the spatio-temporal
GPR model, and selects the one whose uncertainty is the
lowest. By continuing these steps, PUM allows the monitoring
robots to continuously collect information to keep uncertainty
low considering the dynamic environment.

Through experiments conducted with real-world tempera-
ture data, we show that PUM can effectivetly collect the infor-
mation required to track environmental changes. In addition,
we demonstrate that PUM outperforms the method of using
the fixed path or continuously selecting the most uncertain
points without considering future uncertainty.

II. PROPOSED METHOD
A. Overview

Figure 1 presents an overview of our method which utilizes
the Spatio-Temporal Gaussian Process (ST-GPR). ST-GPR
captures both spatial and temporal correlations within the data,
allowing for predictions of the environmental features with
their uncertainties.

In PUM, we first generate candidate paths from time ¢ to
t+ H at time ¢t. By using the environmental data collected up
to time ¢ and the future monitoring points on each candidate
path, ST-GPR is employed to predict the uncertainty of the
environment from ¢ to t + H. Based on these predicted
uncertainties, we select the optimal path that minimizes the
uncertainty from ¢ to ¢+ H. After obtaining the information at
time ¢, we perform the same steps to obtain the path from ¢+ 1
to t+ 1+ H. By continuing the above steps, we continuously
move a robot to monitor the environment.

In the rest of this section, we explain the details of ST-GPR
and PUM.

B. Spatio-Temporal GPR Model

In this paper, we address the challenge of monitoring
dynamic environments by introducing a model capable of
predicting environmental changes over both time and space.
This model estimates the values at each location and time

point, accounting for spatial and temporal correlations within
the data. We denote y(z,t) as the values at the location z and
time ¢. y(z,t) can be represented by

y(z,t) =y + Ay(z,t) (1)

where

2
2] x [T @

V=
where Z is the set of locations and T is the set of time slots
we need to monitor. We can estimate y by calculating the
average of the monitored values. By focusing on Ay(z,t), we
model the values that depend on location and time.

To model Ay(z,t), we use Gaussian Process Regression
(GPR), a non-parametric Bayesian method widely adopted for
path planning due to its ability to model and predict both
mean values and uncertainty in environmental features. GPR
is particularly effective in dynamic and partially observable
conditions because it provides a probabilistic model that
informs decision-making and allows the robot to focus on
regions that maximize information gain.

We introduce a spatial-temporal GPR, that captures both
spatial and temporal correlations. In this model, the mean u
and the variance o2 of Ay(z,t) are modeled as a function of
the new observation point x* = (z, t).

p(x*) = ksr(x*, X)K " Ay(z, ) 3)
o?(x*) = ks (x*,x") — ksr(x*, X)K ks (X, x")  (4)

where X consists of previously observed locations and times,
the vector y comprises the corresponding observed values.
kst (x;,%;) is the kernel function that defines the spatial and
temporal relationships between the data. The matrix K is the
covariance matrix derived from applying the kernel function
to all pairs of points in X. The mean value of predicted
temperature §(x*) at the point x* is then represented as
y + p(x").

We define the kernel function kg (x;,x;) which captures
both spatial and temporal dependencies between two points

x; = (2;,t;) and x; = (z;,t;) by
ti—1t;
e (152)
ltime

4)
where o2 acknowledges the presence of noise in the collection
of real-world data, accounting for the noise in the observations,
and lgpace and lgme are parameters. This function accounts
for spatial proximity and temporal continuity simultaneously;
the spatial term indicates that points closer together are more
strongly correlated, whereas the temporal term captures how
the correlation decays over time.

An important aspect of ST-GPR is that it can predict the
uncertainty o(x*) without requiring actual observations at
future points. This means that we can predict uncertainty only
by selecting the future monitoring points.
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C. Predictive Uncertainty Minimization

In this section, we propose a path-planning method called
Predictive Uncertainty Minimization (PUM). PUM is based
on the principles of Model Predictive Control (MPC), where
an optimization problem is solved over a finite horizon and
only the first step of the solution is implemented. Once a new
observation is obtained, the optimization problem is solved
again. By continuing the above steps, the MPC achieves
adaptive control based on predicted future states [10].

In PUM, we define an uncertainty function U(X, C) based
on the uncertainties predicted from the ST-GPR model. This
function evaluates the total uncertainty over a future path
from the current time ¢ to the horizon ¢ + H, considering
the combined effect of previously observed points (X) and
planned sampling points (C):

U(X,C) = /tHH Yo ({z,t}|X,Xc> dt, (6)

z€EZ

where X represents the set of path points sampled by the robot
up to time ¢, while X denotes the planned sampling points C
from time ¢ to ¢ + H. This function measures the potential
deviation between the predicted and actual environmental
values, independent of direct observations.

To identify the most informative path, PUM minimizes the
total accumulated uncertainty over the future path from ¢ to
t + H, as defined by:

C* = argminU (X, C) 7
ce{cV}
In this equation, C* is the optimal set of future path points,
where c is a potential point sampled by the robot, and N is
the total number of points along that candidate path. The path
C* is the optimal path that minimizes the uncertainty U, given
the current path X.

After obtaining C*, PUM moves the robot to the next point
on this optimal path. Then, PUM performs the above steps
again. By repeating these steps, PUM continuously moves the
robots, considering the uncertainty in the future.

PUM operates in two key phases: candidate path generation
and path selection based on uncertainty.

Candidate path generation: Assuming that the robot oper-
ates with a fixed scanning interval AT and moves within a
speed range of [Umin, Umaz), We generate candidate paths by
repeating the selection of the next monitoring points. The next
monitoring points are obtained by calculating the area that the
robot can reach in time AT'. We regard each coordinate within
this region as the candidate next monitoring point. Then, we
calculate the further points by calculating the reachable regions
from each of the candidate’s next regions. By repeating the
process until the monitoring points within the time horizon H
are obtained, we generate all possible candidate paths. As the
time horizon H becomes larger, the number of candidate paths
increases drastically, which causes a large calculation time.
One approach to reducing the calculation time is to sample
a small number of paths. However, this paper focuses on the
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Fig. 2: Layout of 8 temperature sensors(dark-filled triangles)
positioned in the dining area and 4 additional sensors(light-
filled) in adjacent areas

utilization of predictive uncertainty and the efficient sampling
method for PUM is one of our future research topics.

Path selection based on uncertainty: After generation of
candidate paths, PUM evaluates each of them by calculating
U(X,C). The path with the smallest U (X, C) is then selected
as the optimal path for the robot to follow.

III. EVALUATION
A. Dataset

In this paper, we evaluate our method in the case of in-
door temperature monitoring. For this evaluation, we utilize
the data set collected by the temperature sensors installed at
the Minoh Campus of Osaka University by Osaka University
and Daikin Industries, Ltd. The dataset focuses on the dining
area highlighted in red in Fig. 2, covering a dining space of 56
meters by 8 meters. Within this space, eight fixed temperature
sensors were placed at a height of 2.2 meters from the floor
to capture temperature data. Additionally, four more sensors
were positioned in open areas outside the main dining space.
The temperature values was measured at an interval of one
minute, with a time lag between the sensors, meaning that
they did not record all temperatures simultaneously.

In our experiment, we needed a reference dataset that
captured the temperature variation across the entire monitored
space, despite having limited sensor coverage. To achieve this,
we utilized the GPR model that captures the spatial relation
by using the following kernel function.

|z; — z;?
ks (xi,x;) = 03 - exp <_2l27 . 3)

space

In this evaluation, we collected the most recent one-minute
temperature measurements from the 12 sensors every 30
seconds and applied the GPR model with 0y = 5 and
lspace = 5. Based on the interpolated values, we constructed
the temperature dataset for the simulation environment with
a grid size of 28x4 corresponding to the 56x8-meter area as
shown in Fig. 3.

B. Parameter Settings

Two primary groups of parameters were considered in
this experiment: the motion parameter of the robot and the
parameters of the kernel function.

Based on the findings by Geng et al. [11], the optimal
movement speed for a mobile robot performing temperature
measurements was determined to be between 0.2 and 0.4
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Fig. 4: Time variation of temperatures monitored by sensors

meters per second. In our evaluation, the robot’s speed was
constrained to between 0.1 (Vy4n) and 0.2 (vy,4,) grid units
per second to correspond with the optimal movement speed in
the real environment. Additionally, the robot was configured
to measure the temperature every 20 seconds while in motion
(AT). Furthermore, we set H in Eq. (6) to 40, meaning that
the robot would predict the locations of the next two sampling
points over the next 40 seconds.

Regarding Eq. (5), parameters such as lspace, ltime, and
oo are required to be adjusted within appropriate ranges to
ensure that the model predictions closely matched the actual
temperature variations. Varying the spatial gradient [gpqce
controls how quickly the model’s confidence decreases with
distance, while the temporal gradient l;;,,. dictates how fast
the uncertainty rises over time. The parameter o affects the
overall magnitude of uncertainty, influencing both the rate and
the maximum value of uncertainty in the model. Together,
these parameters play a crucial role in balancing the model’s
predictive power and uncertainty handling, particularly in
dynamic environments where both spatial and temporal factors
are continuously evolving. In our evaluation, we selected
{lspace, ltime, 00} = {5,3600,5} as parameter values, as this
set was validated through multiple trials to better match the
variations observed in the dynamic environment during the
experiment.

C. Results

1) Monitoring path and estimated temperature: To evaluate
the performance of our proposed method in dynamic environ-
ments, we selected a period during which significant tempera-
ture changes occurred. Based on the temperature variation data
collected by the 8 fixed sensors from 8:00 AM to 12:00 PM
on June 12, 2024, we observed a noticeable temperature rise
at all 8 locations before 10:10 AM due to prolonged sunlight
exposure. Subsequently, the temperature decreased following
the activation of the air conditioning system, as shown in Fig.
4. Therefore, we used the dataset obtained from 10:00 AM to
10:40 AM to simulate the dynamic temperature changes.

Fig. 5 shows the robot movement path and model data at
three specific time points: 10:16:00, 10:20:40, and 10:37:20.
In Fig. 5, the top row of each set represents the temper-
ature distribution predicted by the model at the respective
time, while the bottom row shows the model’s uncertainty
distribution. In our experiment, the ST-GPR model predicted
temperature changes for the next 40 seconds. Given that the
robot’s scanning frequency(AT) was set to once every 20
seconds, the predicted future path consists of 2 segments. The
black path in the figure illustrates the robot’s most recent
20 movements, while the light-colored segments depict the
predicted optimal path at the moment the robot reaches the
end of the black path, based on the PUM algorithm. The red
segments indicate the robot’s current movement and the yellow
segments represent the robot’s predicted next movement.

PUM selects the path to minimize the predicted uncertainty
of all locations, which means it can direct the robot to reduce
uncertainty in regions that haven’t been observed for a while.
However, this does not involve simply moving in one direction
until reaching a boundary and then reversing. As seen at
10:20:40 in Fig. 5, the robot first moves to the unobserved
lower-left corner before continuing, demonstrating that the
system can prioritize unexplored areas even when it does not
follow a straightforward path reversal.

To better illustrate the temperature variations, we uniformly
selected four points within the experimental area; A(-30,21),
B(-15,21), C(0,21), and D(15,21) shown in Fig. 2. We then
compared the actual temperature changes at these points with
the predicted temperature changes over time. Fig. 6 shows
the results. In Fig. 6, we highlight the confidence interval
(x*) £ o using gray shading. As shown in this figure, the
actual temperatures at all four points fell within the confi-
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dence interval during the period from 10:10:00 to 10:40:00.
Additionally, when the robot moved near the points, the width
of the confidence interval was visibly shrank, indicating a
reduction in uncertainty. For instance, the robot measured
the temperature at point A(-30,24) at 10:20:40 in Fig. 5,
which caused the uncertainty at point A to drop to its lowest
level at that moment. Conversely, during periods when the
robot did not visit point A or nearby locations, the width of
the confidence interval at A gradually increased over time,
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Fig. 7: Example of monitoring paths by fixed path and next-
highest-uncertain path

reflecting the growing uncertainty.

2) Comparison among path planing methods: In this sub-
section, we compare the results of PUM with the following
path planning methods.

Fixed path: In this method, the robot moves on a fixed
path X to ensure that the robot’s scanning range covers the
entire experimental area. In this evaluation, we set the fixed
path as shown in Fig. 7(a). In this path, the robot moves from
left to right at a speed of 0.1 grid units per second. When
the robot approaches the right boundary, it reverses direction
and moves to the left. This fixed path approach ensures that
the robot systematically covers all areas in the environment,
reducing the likelihood of leaving any areas unsampled for
extended periods. By comparing PUM with this method, we
demonstrate the effectiveness of considering uncertainty.

Next-Highest-Uncertain path(NHU): In this method, the
robot moves to the point with the highest o value within its
reachable range. That is, this method selects the paths Cy o
according to the following equation.

Cnav ={zi |z = argrzréaz)ja(z), i€t t+ H|} )

where Z; indicates the set of locations the robot can reach
at time ¢. In this method, the robot can effectively reduce
their corresponding o values by monitoring at these high-
uncertainty locations. By comparing PUM with this method,
we demonstrate the effectiveness of considering not only the
current uncertainty but also future uncertainty.
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For evaluation, we compare the U values calculated by Eq.
(6) and the results are shown in Fig. 8. The figure demonstrates
a consistent trend across all three methods, with an initial
rapid decline in U value, particularly between 10:10:40 and
10:17:00. This sharp drop indicates an effective reduction in
model uncertainty during the early stages of exploration, as
the robot collects new data and refines its understanding of the
environment. Notably, around 10:17:00, the U value begins to
fluctuate, indicating an inability to maintain low uncertainty
over time. These fluctuations arise from the inherent variability
in how effectively the robot reduces uncertainty based on its
sampling strategy and the spatial-temporal characteristics of
the environment.

For the fixed path method, the oscillations are mild, indi-
cating steady but gradual reductions in uncertainty. The robot
systematically covers the entire area, but without targeting
regions of high uncertainty, resulting in slower reductions
in the U value. In contrast, the NHU method shows more
pronounced oscillations, as it targets the highest uncertainty
points at each step. While this approach leads to reductions
when these points are sampled, it can cause fluctuations as the
robot frequently shifts between points, leading to local optima
and extended periods of higher uncertainty. For instance,
Fig.7(b) shows the robot briefly hovering around the right-
side region around 10:22:00, which is also evidenced by the
significant increase in U value in Fig. 8.

The PUM method, however, outperforms both Fixed Path
and NHU by achieving a rapid initial reduction in uncertainty.
It achieved the minimum total uncertainty in 360 seconds,
compared to 520 seconds for the Fixed Path and 620 sec-
onds for NHU, translating to time savings of 30.77% and
41.94%, respectively. In the later stages of the experiment,
PUM further reduced total model uncertainty by 7.91% and
9.25% compared to Fixed Path and NHU, respectively. The
minor fluctuations in U value observed in PUM reflect the
dynamic nature of the environment but are effectively managed
by predicting future high-uncertainty regions, allowing the
method to maintain a lower overall uncertainty.

As a result, PUM achieves both fast and sustained reduc-
tions in uncertainty, making it the most efficient of the three
methods in terms of minimizing model uncertainty.

IV. CONCLUSION

In this paper, we proposed and evaluated a PUM method for
path planning in dynamic environments, aimed at minimizing
uncertainty in GPR models for environmental monitoring.
The PUM method demonstrated superior performance by
effectively balancing exploration and exploitation, enabling
the robot to predict and prioritize high-uncertainty regions
for future sampling. The experiments demonstrated that PUM
not only ensures that the actual temperatures fall within the
model’s confidence intervals, but also more effectively reduces
the prediction model’s uncertainty, thereby enhancing the
efficiency of environmental monitoring.

For future work, we plan to address the limitations observed
when using a uniform set of kernel parameters across the
entire environment. Our experiments showed that local factors
such as windows and air conditioning units can lead to
asynchronous temperature changes across different regions,
resulting in prediction errors when a single set of parameters
is applied. To improve the model’s accuracy, we aim to
dynamically adjust the kernel parameters to account for these
local variations, thereby further reducing the GPR model
prediction errors.
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