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Abstract—A considerable amount of time and effort is ex-
pended in searching for lost objects. Thus, various systems
have been developed to assist in this endeavor. For example,
radio-frequency identification (RFID) tags are useful in indoor
environments but are inefficient due to the battery lifetime
and the cost of attaching them to many objects. Camera-based
systems can track many objects at once, but if they track all
objects that appear in the user’s surroundings, a lot of candidates
are suggested, and the selection requires a great deal of effort.
To solve this problem, we propose a system for finding lost
items using RGB and thermal cameras. The proposed system
combines object detection using the RGB camera and contact
detection using the thermal camera to obtain history information
limited to objects touched by a person. User study shows that our
proposed system reduced the object retrieval time by 47.3% and
user workload by 32.7% compared with the comparison system.
Furthermore, participants evaluated our system as useful for
object retrieval according to the System Usability Score (SUS).

Index Terms—Lost Object Finding, Memory Aid, Contact
Detection, Thermal Cameras.

I. INTRODUCTION

Everyone has experienced losing something essential, such
as keys, wallets, or glasses. A recent survey found that
people lose things in their homes on average 3.2 times a
month1. Another survey found that people spend 2.5 days a
year searching for lost items2. Therefore, support systems for
searching for lost items have great potential to make people’s
lives more convenient.

Various conventional systems are available to search for
lost objects [1], [2]. Attaching wireless tags [3] or augmented
reality (AR) markers [4] is a typical approach. Although
these techniques can reliably identify an object’s position,
tracking all objects is difficult because of the time-consuming
attachment process and the cost of tagging multiple items.

According to a survey conducted by Yan et al. on 120
people, the most frequently cited reasons for losing items in
public places such as offices were ”because the objects have
been moved by others” (58 people), ”because the objects do
not catch people’s attention” (51 people), and ”because the
objects were taken by me but forgotten” (41 people).

Thus, we can infer that objects are often lost when moved.
Also, it is assumed that less important objects that do not

1https://prtimes.jp/main/html/rd/p/000000211.000022173.html
2https://web.archive.org/web/20171206223019/https://getpixie.com/blogs/

news/lostfoundsurvey

Fig. 1: Image of the proposed system. Users can narrow their
search by category or time.

have loss-prevention wireless tags attached are more likely to
be lost. Therefore, a camera-based system is more effective
than a wireless-tag-based system in searching for lost items.
However, if a camera-based system tracks all objects around
the user, the number of candidate objects becomes huge.

To reduce the number of candidates, Yagi et al. [5] focused
on the fact that most lost items are handheld objects. Their
system used a wearable camera and limited search items to
hand-held objects, rather than all objects. However, this system
cannot respond to multi-person scenarios because it only
captures images from a first-person viewpoint. In a production
environment, multiple people often share the object in the
same space, such as in an office or at home. Thus, in this
study, we use a fixed camera to deal with these situations.
In addition, we narrow down the search scope efficiently to
reduce the user’s burden by introducing a thermal camera.

Thermal cameras measure heat on the surface of an envi-
ronment and can detect the point of contact where a person
touches an object. Using the information from the detected
contact point, our system addresses only the contacted objects.
In this paper, we describe our proposed system that supports
users’ finding lost objects using RGB thermal cameras.

II. RELATED WORKS

There has been a lot of research on lost item search,
and various methods have been proposed to assist, including
methods that use wireless tags, fixed cameras, and wearable
cameras. Radio-frequency identification (RFID) tags are effec-
tive when used in indoor environments, but they cannot locate
an object outside the search range. For a wider search range,
commercially available products employ a system that com-
bines Bluetooth and GPS. These wireless-tag-based systems
can provide the location of objects, but tagging all objects is



impractical. Camera-based systems, on the other hand, do not
require wireless tags and have the advantage of being able to
track a large number of objects.

Ueoka et al. [6] proposed the ”I’m here!” system that uses
a head-mounted device equipped with a visible camera and an
infrared camera to recognize and record objects that the user
has registered in advance. The system displays a video of the
last time the object was captured on the head-mounted display
to assist the user in searching for the lost object.

Noting that most lost objects are handled by hand, Yagi et
al. proposed ”GO-Finder” [5], which uses a wearable camera
to assist in the retrieval of objects grasped in the past. GO-
Finder provides the user with the last image of the tracked
object to assist in finding it. It can track an arbitrary object
by using the image of the object as a search query without
registering it beforehand. The user study confirmed that GO-
Finder effectively reduces psychological burden compared to
a situation without assistance. However, because GO-Finder
collects and logs images from a first-person video, it does not
support situations where multiple people share objects.

Yan et al. [7] proposed ”CamFi,” which combines face
recognition and object detection to find lost items in multi-
user scenarios. CamFi detects objects with a fixed camera and
provides information on the person who last touched the object
or who was captured most often at the same time as the object.
In user experiments, 9 out of 12 participants found the system
helpful, but some privacy concerns were raised.

III. CONTACT DETECTION

Normally, the human body temperature is higher than the
environmental surface temperature. When a person touches an
object, they leave a heat trace; the heat from the person’s hand
remains on the object’s surface. In Fig.2, heat traces remain
on the calculator even after the person’s hand is removed.

Research using heat traces has been conducted in the past,
especially in the field of interaction, and attempts have been
made to use heat traces as an input interface [8], [9].

Kishino et al. [10] used a thermal camera to visualize
human touch points to prevent infectious diseases. This study
implemented touch detection by detecting heat traces using
background subtraction image processing. The study used the
static state of the location in front of the fixed camera as
the background image, and human contact was detected by
applying processing to the difference between the background
image and the current image.

In our study, we used this technology to limit the search
range from many objects captured by an RGB camera to
objects touched only by people. When a thermal camera
detects heat traces and an RGB camera simultaneously detects
changes on the same object, we can assume that the object has
been moved. We can therefore expect the search range for lost
items to be narrowed down significantly, making information
on lost items more easily accessible.

IV. PROPOSED SYSTEM

As mentioned in Chapter 1, losing things in a shared space
is often triggered by moving objects. Since most objects are

Fig. 2: Example of a heat trace

TABLE I: Object detection and contact detection relationship

Object detection No change in
thermal image

Change detected
in thermal image

Start Exist continuously Placement or used
(Detection of heat traces)

Stop Occlusion Carry-away
(or occlude by people)

moved by hand, the history of objects touched by people can
support the search for lost objects. Therefore, we focused on
contact detection using thermal cameras. Figure3 shows the
structure of the proposed system. This study assumes an indoor
space shared by several to a dozen people.

The proposed system first detects objects people touch using
RGB and thermal cameras, and records contact object logs
in a database. Next, the contact object logs are summarized
as a contact history. The system shows the contact history
information on a web page and the user can check a photo of
the last time an object was used or touched. The Web page
contains a list of the following information, based on previous
studies [5], [7], a thumbnail of the object only, an image of the
last time the object was seen, and other detailed information.
When searching for a lost object, this information makes it
easy for users to know when and where the lost object was
placed by looking at the image captured the last time it was
touched. This is especially effective in cases where an object
is missing in a shared space.

Our proposed system is advantageous compared to pre-
viously proposed systems because it uses the presence or
absence of changes in the thermal image as a search index.
Table I summarizes the relationship between object detection
and contact detection. If there is no change in the thermal
image, we assume the object remains in place and has not
moved. On the other hand, if there is a change in the thermal
image, we assume that the object has moved. Therefore, we
focus on the presence or absence of a change in the thermal
image and assume that the system can capture the movement
of an object that triggers its loss. That means we can use the
change as a search index.

A. Contact Object Detection

Our system detects contacted objects using images captured
by RGB and thermal cameras. First, we detect objects using
YOLOv8 [11] and then list them. Then, heat trace detection
is performed on the thermal image. When the detected heat
trace is inside the bounding box of the object detected in the
RGB image, it is recorded as a contact object log. Heat traces
are extracted through background subtraction and binarization,
after which areas with temperature differences above a certain



Fig. 3: Configuration of the proposed system

threshold are identified. The centroid is calculated from the
contour of the extracted heat traces. If the centroid of the heat
trace is inside the bounding box, contact with the object is
considered to have occurred.

The contact object log is recorded with the YOLO class
label, detection time, and bounding box coordinates. At the
same time, the entire frame image and the RGB and thermal
thumbnail image of only the object cropped by the bounding
box are stored in the database.

B. Integration from Contact Object Log to Contact History

Next, we describe the method for converting the contact
object logs collected above into a contact history. In the
previous steps, objects touched by people are automatically
detected and collected as search candidates. However, because
each is an independent log, it is necessary to integrate them
as a series of contact histories. This step includes determining
whether the object recorded in the log is the same as an object
that has been previously registered. In this operation, we use
the histogram of the hue channel in the HSV (hue, saturation,
and value) color space and the IoU (Intersection over Union) of
the bounding box. We use hue because its value is independent
of brightness and is less affected by lighting. Suppose the sum
of the comparison result of the histogram and the IoU value
of the bounding box is greater than the threshold value. In
that case, the object is considered identical to a previously
registered object. When calculating the histogram values, a
mask image is generated by a thermal camera to remove any
human hand parts to avoid misrecognition of the image in the
process of being touched, and the RGB image is masked to
calculate the histogram of the object only. This procedure is
performed in the following 3 steps.

1. If the object label in the contact object log is not found
in the record, it is registered as a new contact history.

2. If the label has already been registered, the IoU of the
histogram and the bounding box are used to determine
whether the object is identical to a previously registered
object. If it is determined to be a different object, it is
registered as a new contact history. If determined to be
the same object, the contact log is considered to be a part
of the corresponding contact history information, and the
average value of the bounding box and the last confirmed
time in the contact history are updated.

3. When a certain amount of time (e.g. 30 sec in this
implementation) has passed since the last object was con-
firmed, the last confirmation time and the average value
of the bounding box of the contact history information are
determined. If the number of frames in which an object
is detected is less than a threshold value (25 frames in
this implementation), it is not recorded because there is
a high possibility of false detection.

These processes store the contact history information of the
objects touched by people within the camera’s field of view.

C. Search Interface

If the objects to be searched for are managed by name or
ID, the user is burdened with the time and effort of pre-
registration. Therefore, we adopted a search interface that
displays a list of thumbnail images so that users can quickly
find objects without registering them in advance. Also, the
location of the last time an object was placed is important
for the user to find lost items. For these reasons, the user can
select the image of the lost object from the thumbnail images
to see the image of the last time the object was captured.

The implemented search interface is shown in Fig.1. This
search interface presents information such as pictures of ob-
jects that the user has touched so far by using the contact
history information made in the previous sections. The user
can narrow down the search target by category, date, or time.
When the user clicks on the object thumbnail to search for
an object, detailed information is displayed, including the
image of the last time the object was seen, the YOLO label,
the recorded time, and the bounding box coordinates. In
the current implementation, objects detected by background
subtraction processing without YOLO are labeled as unknown.
Although they are treated as unknown categories in the current
implementation, we are considering using specific category
names for these objects in the future. The object is indicated
by a red box around it on the image when the object is
last captured. The red box is drawn based on the average of
multiple bounding boxes stored in the log.

V. SYSTEM EVALUATION

We conducted the following experiments to verify the
effectiveness of introducing a thermal camera to support the
search for lost objects.



Fig. 4: Experimental setup (Left: Thermal and RGB Cameras
used in the experiment, Right: Scene of the experiment).

TABLE II: Results of Experiment 1

YOLO YOLO
Contact Detection

Success 11 10
Detection Leak 0 1

Failure (recognized multiple times) 5 0

A. Experimental Environment

We used an RGB camera (GAZO MCM-303NIR) with a
resolution of 480 × 640 and a thermal camera (FLIR BO-
SON640R) with a resolution of 480×512 for the experiments.
Figure4 shows the experimental setup. The RGB and thermal
images were aligned using an affine transformation, and then
the unnecessary parts of the thermal image were cropped to
match the coordinates and size of the RGB camera.

In Experiment 1, we prepared 9 types of objects, 11 in total,
that can be detected in the YOLO class labels: books, scissors,
calculators, smartphones, earphone cases, cloth pencil cases,
water bottles, plastic bottles, and cosmetic bottles. Each object
was placed on the table, moved, and removed repeatedly, and
we videotaped it to verify the image processing results. The
video was approximately 3 minutes 30 seconds long, with
6070 frames and a frame rate of 30 fps.

In Experiment 2, we used 27 objects of 13 types. The
objects included in the YOLO class labels were remotes,
scissors, plastic bottles, books, magazines, cups, smartphones
and earphone cases. The objects not included in the YOLO
class labels were keys, wallets, pens, notepads, and documents.
As in Experiment 1, each object was repeatedly placed on the
desk, moved, and removed, and the images taken were used to
verify the results. This video was about 3 minutes long, with
5849 frames and a frame rate of 30 fps.

B. Results

1) Results of Experiment 1: The results of Experiment 1 are
shown in Table II. We compared the results of the proposed
method using contact detection with those using only YOLO.

When only YOLO was used, the thumbnail image of the
same object was displayed 5 times. This may be because
when an object that had been occluded is detected again, it is
registered as a newly appeared object.

2) Results of Experiment 2: Table III shows the experimen-
tal results, and Fig.5 shows examples of recognized images.
Using background subtraction, we detected 7 objects from 16
objects that were not detected by YOLO. The objects that
could not be detected by YOLO or background subtraction

TABLE III: Results of Experiment 2. The numbers in paren-
theses indicate the number of candidates that contact detection
was successful. However, problems were encountered, such as
the same object being detected separately or the same object
being detected by both YOLO and background subtraction.

(a) YOLO + Contact Detection

Pr
ed

ic
te

d

Actual
Contact No-Contact

Contact 14 (5) 0
No-Contact 16 N/A

(b)YOLO + Background Subtraction + Contact Detection

Pr
ed

ic
te

d

Actual
Contact No-Contact

Contact 21 (10) 9
No-Contact 9 N/A

(a) (b) (c)

Fig. 5: Examples of object detection by background subtrac-
tion. (a) Successful object detection. (b) Failure of object
detection by background subtraction. (c) Two examples of the
same object detected separately.

were those with small differences from the background, such
as a white notepad or a document on a white desk.

On the other hand, 9 false positives occurred, which is
possibly due to reflection or differences caused by shadows
cast by objects or people. In some cases, the same object
was displayed separately. In other cases, objects that were
already detected by YOLO were detected again by background
subtraction. Although the area of the object detected by
YOLO was excluded from object detection by background
subtraction, this may have been due to insufficient detection
of the object by YOLO or detection of only a narrower area
than the original area of the object.

In conclusion, although there is room for improvement,
we confirmed that by introducing background subtraction, the
proposed system can address objects that are not in the YOLO
class as candidates.

VI. USER STUDY

We conducted a user study to evaluate the system and
validate the hypothesis that we can find lost objects more
effectively using the proposed system than a system that
records all objects that appear in the camera’s angle of view.
Our user study was approved by Osaka University’s ethics
committee with which the authors are affiliated. We assume
a certain individual who knows how to use this system has
3 desks of different purposes in various locations and loses
things. Participants were asked to retrieve a target object under



Fig. 6: The experimental setup of the table.

the conditions of being assisted by the proposed system or
compared method.

A. Participants and Experimental Conditions

22 individuals (11 males, 11 females) aged 19 to 25
years participated in the user study. We excluded one female
participant due to a lack of data. All were familiar with the
use of laptops.

In the experimental setup, we prepared 3 identical tables and
70 objects (Fig.6). Each object was placed on the table and
video was captured simulating a few days of the object moving
likewise the system evaluation experiment procedure. We used
9 minutes of the video for thumbnail extraction and contact
history image processing. We used the same cameras for the
system evaluation experiment. In the user study, we compared
the proposed system and the system without a thermal camera.
After image processing of the captured video, the number of
thumbnail images was 35 for the proposed method and 111
for the compared method.

B. Procedure

Each participant was informed about the purpose of the
experiment. We then conducted the 2 following experiments.

a) Experiment 1: In Experiment 1, we explained to the
participants how to use the system and directed them to find
a target object on the user interface (UI). After the trial was
repeated 3 times for 3 different objects, participants answered
the NASA Task Load Index (NASA-TLX) within a 100-point
range with 5-point steps and provided feedback on the task. We
aimed to evaluate how contact history increases the system’s
efficiency. We adopted the Raw Task Load Index (RTLX) as a
simple way to measure the workload [12]. Then we changed
the experimental condition and conducted the same trials with
3 target objects. The experimental conditions were randomly
shuffled to eliminate the effect of order.

b) Experiment 2: In Experiment 2, we moved to the
experimental room and asked the participants to find a target
object on the table using the UI and retrieve it. After each
trial, the participants answered the 5-point System Usability
Scale (SUS) questionnaire [13] and provided feedback on the
task. We aimed to evaluate whether the system works well for
object retrieval. Thus, each participant was asked to search
for a target object using the UI. We randomly shuffled the
experimental conditions.

C. Results

1) Experiment 1: In Experiment 1, we conducted an
objects-retrieval task on a UI to evaluate how the contact his-
tory acquired by a thermal camera works for system usability.

Proposed Compared
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Fig. 7: Left: Average time to find a target object on the UI,
Right: Object retrieval time

a) Time: The average time among the 3 trials to find a
target object on the UI is shown in Fig.7 We used the Wilcoxon
signed-rank test to investigate whether there was a significant
difference in the average time among the 3 trials to find a target
object in the UI between experimental conditions. The average
time to find a target object on the UI is 6.56Sec (σ = 3.00)
for the proposed system and 13.55Sec (σ = 6.03) for the
compared system. The results show that the participants take
significantly less time when assisted by the proposed system
(W = 0, α = 0.05, p = 1.91× 10−6).

b) NASA-TLX: The participants answered the NASA-
TLX within a 100-point range with 5-point steps. 2 partic-
ipants who likely misunderstood the intent of the questions
were excluded from the evaluation. The average NASA-TLX
score was 116.19 (σ = 71.17) for the proposed system and
172.62 (σ = 110.59) for the compared system. The Wilcoxon
signed-rank test shows a significantly lower workload for the
proposed system (W = 34, α = 0.05, p = 2.48 × 10−2).
There is no difference between these two systems, aside from
the number of thumbnail images, so it appears that the image
count affected the object searching time on the UI and the
NASA-TLX score. It could be time-consuming and stressful
for participants to find a target object among many images.

2) Experiment 2: In Experiment 2, we conducted an object
retrieval task to evaluate whether our proposed system is useful
for searching for lost objects.

a) Object Retrieval Time: Object retrieval time is shown
in Fig.7. We compared the object retrieval time among the
different conditions with the Wilcoxon signed-rank test. As
a result, the average object retrieval time is 14.02sec(σ =
7.31) for the proposed system and 26.60sec(σ = 16.40) for
the compared system. The proposed system significantly saved
time compared to the comparison system (W = 38, α = 0.05,
p = 3.85×10−2). It is supposed that the number of thumbnail
images affected the object searching time on the UI, resulting
in a significant difference in object retrieval time.

b) SUS score: For an average SUS score, our proposed
system received 75.88 (σ = 11.25), and the compared system
received 72.63 (σ = 15.44). There is no significant differ-
ence in the SUS score between the proposed system and
the compared system, which is likely because there are no
other differences in the UI of the two systems, except for



the number of thumbnail images. However, according to a
previous study [14], a score of 70 or higher is considered
acceptable. Therefore, it can be said that participants found
the proposed method useful for searching for lost items.

VII. DISCUSSION

This study explored object retrieval using RGB and thermal
cameras, revealing that our system reduced object retrieval
time and user workload. This discussion will further analyze
these results and examine potential avenues for future research.

A. Usefulness of the Proposed System

In this paper, we propose a lost object-finding system using
a fixed RGB camera and a thermal camera that limits the
candidates to objects touched by a person. The results of the
user study indicate that our system reduces object retrieval
times and perceived workload. Although the SUS result has
no statistically significant difference between the proposed
and comparison systems, the NASA-TLX results indicate that
our proposed system effectively reduces user workload. This
system has the potential for practical use in shared spaces with
some people by setting up multiple cameras.

Regarding our user study design, 22 participants were valid
enough based on the variability of the evaluation results. 5
participants answered that they had difficulty finding the target
object when the angle of the object displayed on the UI was
different from the one specified in the photo. Participants were
asked to search for unfamiliar objects; however, assuming that
the system would be used in daily life, users would search for
familiar objects. Thus, we believe that this is not a critical
issue but might affect the NASA-TLX and the SUS score.

Also, in this experimental setup, the 3 tables were side
by side, so participants could find objects without much
movement. On the other hand, in our daily lives, the places
we place objects are not necessarily side by side. Our system
is very useful, especially in situations such as when you want
to know whether something you have lost is at home or office.

B. Limitations and Future Work

The fixed camera approach, like the proposed method, is
expected to detect when someone touches and moves an object
for all users of a shared space and to be useful in searching for
lost items compared to the wearable camera approach. On the
other hand, it cannot detect object contact with occlusions or
outside the camera’s angle of view. This approach is effective
in situations where shared space is limited, such as on desks or
shelves, but multiple cameras are required in situations where
the entire room has to be covered.

In the user study, 8 participants answered that categories
are too broad and confusing. This must be because all objects
not detected by YOLO are categorized as unknown. This will
be resolved as users become accustomed to this system, or
fine-tuning the YOLO. Also, in the user study, we asked
participants to search for unfamiliar objects that we had placed.
Therefore, the task may have been more difficult than in the
case in which users search for what they use every day. In

future research, we would like to conduct experiments that
more closely resemble the real environment by asking users
to search for familiar objects placed by themselves.

VIII. CONCLUSION

People spend a lot of time and effort searching for lost
objects. To solve this problem, we propose an object retrieval
support system using RGB and thermal cameras. The proposed
system uses the RGB camera for object detection and the
thermal camera for contact detection and stores historical
information about objects the user has touched. This alleviates
the high cognitive burden on the UI of recording all objects
that appear inside the camera’s angle of view. The user study
revealed that by utilizing the contact information from the
thermal camera, users could search for target objects more
efficiently than with the system that records all the objects. In
addition, the proposed system reduced participants’ perceived
workload and was evaluated as a useful system for object
retrieval. In future work, we plan to conduct a user study closer
to a real environment.
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